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Track 5: Numerical Algorithms & Software for Extreme-Scale Science

Monday, August 5

Title of presentation Lecturer

Jack Dongarra,

8:30 am  Adaptive Linear Solvers and Eigensolvers U. Tennessee-Knoxville

Tuesday, August 6

Title of presentation Lecturer
_ L . : : Jim Demmel,
8:30am  Communication-Avoiding Algorithms for Linear Algebra UC Berkeley
9:30ami  Numerical Algorithms and Software for Extreme-Scale Track 5 Team See details
9:30 pm  Science: Integrated Lectures and Hands-on Lessons n?Xt page

Thursday, August 8

Title of presentation Lecturer

8:30am  The Convergence of Big Data and Large-scale Simulation David Keyes, KAUST
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Title of presentation Lecturer Tues, Aug 6, 2019

Overview of Numerical Algorithms & Software for Extreme- Lois Curfman Mclnnes,
Scale Science ANL

wi t h -dndessbiss throughout the day for various topics (lead: Mark C. Miller, LLNL)
Break

+ Hands-on lessons

Structured/Adaptive Meshing and Discretization A C el

Willcox, LBNL Additional contributors to
: : : lectures and hands-on
Time Integration and Nonlinear Solvers (part 1) Dan Reynolds, SMU lessons:
Lunch Satish Balay (ANL), Aaron Fisher
Time Integration and Nonlinear Solvers (part 2) Dan Reynolds, SMU (LLNL)

Jonathan Hu and Christian Additional contributors to

Krylov Solvers and Preconditioning Glusa, SNL gallery of highlights:

Break Various HPC package developers
Panel: Extreme-Scale Algorithms & Software Track 5 Team

Numerical Optimization Alp Dener, ANL

Putting It All Together Ann Almgren, LBNL See also Track 7:

Dinner [+ Dinner talk] Mark C. Miller, LLNL Software Productivity
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Track 5: Numerical Algorithms and Software: Tutorial Goals

|
1.
_____ Provide a basic understanding of a variety of applied mathematics
algorithms for scalable linear, nonlinear, and ODE solvers as well
Iscretization technologi tive mesh refinement for

2. |

Provide an overview of software tools available to perform these

iiiki in HPi irihliiiiirii i |l ncludi ng whe

Practice using one or more of these software tools on basic
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This presentation gives a high-level introduction to HPC
numerical software

A How HPC numerical software addresses challenges in computational science and
engineering (CSE)

A Toward extreme-scale scientific software ecosystems
A Using and contributing: Where to go for more info

Why is this important for you?
i Libraries enable users to focus on their primary interests
A Reuse algorithms and data structures developed by experts
A Customize and extend to exploit application-specific knowledge
A Cope with complexity and changes over time
I More efficient, robust, reliable, scalable, sustainable scientific software
I Better science, broader impact of your work
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This work Is founded on decades of experience and
concerted team efforts to adyv

—
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_( \)I_’ : : Community efforts:
\ DDDDDDDDDDDDDDD AExascale Computing Project Join us!
nipsilexascaleproject.org AFASTMath SciDAC Institute
--‘ '
MATH  ADevelopers of xSDK packages il
https://fastmath-scidac.org https://xsdk.info
é While I mproving software projduectiwvit|y
as key aspects of advancing overall scientific productivity HD ggit;ﬁ{ific
] software
I D E ﬂ S AIDEAS Software Productivity Project https:/ibssw.io

productivity  ABetter Scientific Software Community

https://ideas-productivity.org Seo a »
ee also Track 7:
Software Productivity (Aug 8) TN — e
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https://www.exascaleproject.org/
https://bssw.io/

FASTMath: Frameworks, Algorithms & Scalable Technologies for
Mathematics https://fastmath-scidac.org

Covers 8 technical areas 7FETMath Gaal S.

Develop advanced numerical techniques for DOE
applications

Structured
Mesh Spatial

Discretization Dnetrictored

Mesh Spatial
Discretization

Deploy high-performance software on DOE
supercomputers

Synergistic
activities link

el Demonstrate basic research technologies from applied
e eig

mathematics

Time
Integrators

B areas together 4
) / Engage and support of the computational science
’—l o':::;::z:,, Pl e community
Solution of
Eigenvalue
Problems

AT 10006s of person years of exper

50+ researchers from 5 DOE labs and 5 universities SupverLU AMReX slals
Superl’'U

- . | ZOLTAN
| Aeonned (b %Rie: ety PETSc
acmitss iy Hbias Labnmney NATIONAL LABORATORY 1L . Lahﬂmt[ngs m

WUSC i @ Rensselaer
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CSE: Essential driver
of scientific progress Eamatics

CSE = Computational
Science & Engineering

Development and use of
computational methods for
scientific discovery

A all branches of the sciences
A engineering and technology

A support of decision-making across
a spectrum of societally important
applications
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Rapidly expanding role of CSE: New directions
toward predictive science

A Mathematical methods and algorithms

A CSE and HPC: Ubiquitous parallelism

A CSE and the data revolution

A CSE software

A CSE education & workforce development

Research and Education in Computational Science & Engineering

U. Rlude, K. Willcox, L.C. MciInnes, H. De Sterck, G. Biros, H. Bungartz, J. Corones, E. Cramer, J. Crowley, O. Ghattas,
M. Gunzburger, M. Hanke, R. Harrison, M. Heroux, J. Hesthaven, P. Jimack, C. Johnson, K. Jordan, D. Keyes, R. Krause,
V. Kumar, S. Mayer, J. Meza, K.M. Mgrken, J.T. Oden, L. Petzold, P. Raghavan, S. Shontz, A. Trefethen, P. Turner,

V. Voevodin, B. Wohimuth, C.S. Woodward, SIAM Review, 60(3), Aug 2018, https://doi.org/10.1137/16M1096840.
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Problem description

Software Is the
foundation of -
sustained CSE Ko
collaboration and v
scientific progress. New Insight

Idealization

Mathematical model E;<periment

@)
< Y
S S
ISt Model Developing >
= validation a CSE model =
(¢} =
o Parameter Data Model v
% identification verification 7%
Algorithmic model Simulation
/0)0/ .\’5900
. . . . \
CSE cycle: Modeling, simulation, and analysis @%f;re,. =
A Software: independent but interrelated ‘on HPC D2
elements for various phases that together el

enable CSE
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CSE simulation starts with a forward simulation that
captures the physical phenomenon of interest

A Develop a mathematical model of CSE simulation foop D

the phenomenon of interest B —— ] _1,__
A Approximate the model using a s A
discrete representation meihes I /—
A Solve the discrete representation diSCfeiization
A Adapt and refine the mesh or model algebraic solvers
A Incorporate different physics, scales reﬁne —

Requires: mesh generation, partitioning, load balancing, high-order discretization, time integration,
linear & nonlinear solvers, eigensolvers, mesh refinement, multiscale/multiphysics coupling, etc.
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CSE analysis builds on the CS
relies on even more numerical algorithms and software

CSE simulation loop |~ CSE analysis loop

physics models _— CSE simulation loop _—

Beyond

L L
meshes F— / sensitivities/derivatives Interpretive
I > I simul atio

discretization uncertainty quantification
1 L working toward
algebraic solvers data analytics P redictive
L I -
refine h— J optimization / design h— science

Requires: adjoints, sensitivities, algorithmic differentiation, sampling, ensembles, data analytics,
uncertainty quantification, optimization (derivative free & derivative based), inverse problems, etc.
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First consider a very simple example

A 1D rod with one end in a hot water bath, the other in a cold
water bath

A Mathematical model

P2T=01 W
T(0) = 180° T(1) =0¢°

H COId water
bath

N\ &
ECP g
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The first step Is to discretize the equations

A Approximate the derivatives of the continuous equations with a discrete
representation that is easier to solve

A One approach: Finite differences

'D 2TO (Ti+1 -2TI + Ti_l)/hz — O
T,=180° T, =00
h

Hot water ~ ) Cold water
bath bath

-1 0 i+l
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Then you can solve for the unknowns T,

A Set up a matrix of the unknown coefficients

I Include the known boundary conditions
A Solve the linear system for T,

(2 -M

0-1

N
.

-1 2-m n

noX

2 -M 3]

XXXDP
XXXCD].CD%
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X X
X
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b b ¢ 48Gh?)
X n O
= 0
n 0
—

A Visualize and analyze the results
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As problems get more complicated, so do the steps in the
pProcess

A Different discretization strategies exist for differing needs

Efficiency () Flexibility

AMost problems are time dependent and nonlinear
I Need higher algorithmic levels than linear solvers

Alncreasingly combining multiple physical processes
I Interactions require careful handling

AGoal-oriented problem solving requires optimization, uncertainty quantification
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Structured grid efforts focus on high-order, mapped grids,
embedded boundaries, AMR, and particles

Structured AMR

smology, astrophysics, accelerator modeling, fusion, climate,
ce reacting flows, low mach number combustion, etc.
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